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A number of Bayesian methods, including scalable Gaussian Process Inference,
while appealing from the point of view of applications, lack a finite-data approx-
imation theory and tools for evaluating their accuracy. In this talk, covering
parts of the joint work with Jonathan Huggins, Trevor Campbell and Tamara
Broderick (published in AISTATS 2019), I will present our novel approach to
bounding posterior mean and uncertainty estimates of scalable inference algo-
rithms. In the context of GP regression, the approach is based on a new ob-
jective called the preconditioned Fisher (pF) divergence. This objective bounds
the 2-Wasserstein distance from above, which in turn provides tight bounds on
the pointwise difference of the mean and variance functions. At the same time,
as opposed to the Wasserstein distance, it is tractable computationally. Some
of its appealing properties may be proved using probabilistic techniques involv-
ing infinite-dimensional SDEs, which I will introduce and explain. I will also
mention other areas in which I suspect similar methods to be useful.


