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1 Introduction

1.1 Some commutative algebra

We start with a simple case which we will prove directly. [tbe anArtinian algebra, i.e. an
algebra in which every descending chain of ideals becomes stationarym& example will be
finite dimensional algebras over a field. That those are Artinian is obv&nse in every proper
inclusion of ideals the dimension diminishes.

For any ideah of T the sequence”™ becomes stationary, i.e” = a™*! for all n “big enough”. Then
we will use the notatiom® for a”.

Proposition 1.1. Let T be an Artinian ring.

(a) Every prime ideal of is maximal.

(b) There are only finitely many maximal idealsTin

(c) Letm be a maximal ideal df. It is the only maximal ideal containing>.

(d) Letm # n be two maximal ideals. For anyc N andk = oo the idealsm” andn” are coprime.

(e) The Jacobson radicdl
ments.

(9) (Chinese Remainder Theorem) The natural map

T a—(...,a+m™>,...) H ’]I‘/moo
meSpec(T)

mespec(T) M 1S €qual to the nilradical and consists of the nilpotent ele-

is an isomorphism.

(h) For every maxmimal ideah, the ringT /m° is local with maximal ideaim and is hence isomor-
phic toT,,, the localisation ofT atm.

A useful and simple way to rephrase a product decomposition as in (g) setaddampotents. In
concrete terms, the idempotentsf(as in the proposition) are precisely the elements of the form
(o) Zm,y...)Withzy, € {0,1} C T/m®>.



Definition 1.2. Let T be a ring. Anidempotent ofT is an element that satisfiese> = e. Two
idempotentg, f areorthogonalf ef = 0. An idempotent is primitive, if T is a local ring. A set of

n

idempotentgey, ..., e,} is said to becompleteif 1 = > " | e;.

In concrete terms foft = []
potents is given by

mespec(T) 1/M, @ complete set of primitive pairwise orthogonal idem-

(1,0,...,0),(0,1,0,...,0),...,(0,...,0,1,0),(0,...,0,1).

We now turn to a more general setting, namely working with a finite alg&loeer a complete local
ring instead of a field. We will lift the idempotents of the reductiorldffor the maximal ideal of the
complete local ring) to idempotents Bfby Hensel's lemma. This gives us a proposition very similar
to Proposition 1.1.

Proposition 1.3. Let O be an integral domain of characteristic zero which is a finitely generadted
module. WriteD for the completion 0 at a maximal prime o® and denote b¥ the residue field

and by K the fraction field of®. Let furthermoreT be a commutativé)-algebra which is finitely

generated as afW-module. For any ring homomorphis® — S write Tg for T ®» S. Then the

following statements hold.

(@) The Krull dimension df ; is less than or equal to, i.e. between any prime ideal and any maximal
idealp C m there is no other prime ideal. The maximal ideald'gf correspond bijectively under
taking pre-images to the maximal idealsIaf. Primesp of heightO (i.e. those that do not contain
any other prime ideal) which are properly contained in a prime of heigliie. a maximal prime)
of T are in bijection with primes off' x under extension (i.eTx), for which the notatiorp®
will be used.

Under the correspondences, one has

Trm = Tp ,, ®6 F
and
T@,p = Tg pe
(b) The algebrdl' 5 decomposes as
Tg =2 1;[ Ts .

where the product runs over the maximal idealsf T 5.

(c) The algebrdl'y decomposes as
Te 2= [ [ Tem,
m

where the product runs over the maximal idealsf Ty.

(d) The algebrdl';x decomposes as
Ty = H’]I‘er =~ HTé,w
p p

where the products run over the minimal prime ideglsf T 5 which are contained in a prime
ideal of heightl.



1.2 The Newton method

Here we present a special instance of the Newton method.RLe¢ a ring andn an ideal (not
necessarily maximal).
Let f € R[X] be a polynomial. We assunike following: There exist € R and a polynomial
b € R[X] such that

1=af(X)+bX)f'(X).

Let furtherag € R such thatf(ap) € m. Forn > 1 we make the following recursion:
ap ‘= An—-1 — f(an—l)b(an—l)-

Proposition 1.4. Supposef (ag) € m” for somer > 1. Then for alln € N

n

flan) € (m")*".
Note that the convergence is exponential.
Proof. Take the Taylor expansion of the polynomial around samgie

x —x0)?
f@) = f(zo) + f'(zo)(x — x0) + f”(xo)(2!0) +..

This is a formal equality valid for att and allz.

The proof proceeds by induction en The case: = 0 is just the assumption. Let us now suppose
that f(a,_1) € (m")?""". In the Taylor formula we take = a,, = a,_1 — f(an_1)b(an_1) and

ro = ap—_1, yielding

f(an—l)Qb(an—1)2

flan) = fan-1) = f'(an-1) f(an-1)b(an-1) + f"(an-1) 2! T
— Fan1) (1= P )blan 1)) + (o O
— flan1)?-a+ fl/(anl)f(an—1)2?<an—1)2 L
_ 2 " b(an_1)2
= flan-1)* (a+ f (an_l)T +...)

c ((mr)Q"*1)2 _ (mr)Q".

This concludes the proof. O

1.3 Lifting idempotents

The main idea of the algorithm is to lift idempotents from an algebra definediver Z, up to a
certain precision. We do this by applying the Newton method explained above.

An idempotent is an elementsuch that? = e. That means, it is a zero of the polynomfglX) =
X? — X. We'll be working with R = T, a commutativeZ,-algebra which is finitely generated as
a Zy-module (in fact, we’ll be giving it as a matrix algebra with generators gagmatrices with
Z-entries, so that the algebra is known with full precision). The ided pT, i.e. the principal ideal
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generated by (if we think in terms of matrix algebrag; consists of the matrices all entries of which
are divisible byp).

Our input is an idempotenty € T/pT, i.e. a root of the polynomiak? — X € F,[X]. We denote
also byeg any lift of ey to T. Our aim is to enhance, to an element,, € T such that2 —e,, € p™T
for a givenm.

We havef’(X) =2X — 1 and

1=—4(X?—-X)+(2X —1)(2X — 1), hencen = —4 andb(X) = 2X — 1.
This leads to the recursion far> 1:

€n = €p—1 — f(en—l)b(en—l)
=€én-1— (6721—1 —en—1)(2ep-1 — 1)

9.2 3
- 3(3”,1 - 2en71
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2 Usage and Example

The package provides a structure fpadic algebras, calledAdi cAl gebr aFor mat . It is the
following record:

pAdi cAl gebraFormat : = recformat <
p: RngintElt, // the p of Z_p
R Any, /'l the p-adic ring of given precision
dim RnglntElt, // the dinension of the residual al gebra
deg: RnglntElt, // degree of the matrix al gebra (i.e. nunber of rows)
Anmod: Any, /1 the full matrix algebra over the residue field
Aadi c: Any, I/ the full matrix algebra over R
basi s: SeqEnum /!l matrices formng a basis
adi c_coords: Any, // coordinate function wt basis
nod_coords: Any, /1 coordinate function wt basis nmod p
i prod: Any, /1 a conplete set of orthogonal idenpotents for Anod
i padi c: Any /Il the lifts of ipnod to idenpotents in Aadic
>

)

First attach the packages; the packagei nAl gebr as is required bypAdi cAl gebr as.

At t achSpec("/ hore/ gabor/ Prograns/ Arti nAl gebras. spec");
At t achSpec("/ hone/ gabor/ Progr ans/ pAdi cAl gebr as. spec");

In our example, we create the algebra using integral Hecke operapmsifiyfSlevel and weight.
N:= 229; k := 2;

Specify the prime at which we work and the desired precision.
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p :=5; prec := 15
Create the cusp space of modular symbols and compute all Hecke opegatorthe Sturm bound.

C : = Cuspi dal Subspace( Modul ar Symbol s(N, k, 1)) ;
L:=1[1;
for n := 1 to HeckeBound(C) do
Append(~L, | ntegral HeckeOperator(C, n));
end for;

Create they-adic algebra generated by the matrices in theLlifsir the primep and precisiorpr ec.
A : = pAdi cAl gebra(L,p : prec := prec);

Compute the decomposition Afas a product of its localisation at the maximal ideals.

F : = pAdi cAl gebraFactors(A);

F is a list of tuples<T, phi >, whereT is the factor as a-adic algebra anghi is the restriction
map fromAto T.
Here are some examples of commands:

F[2][1] ‘dim /1 the dinension of the second factor

F[3]1[2](L[7]); /1 the restriction of the Hecke operator L[7]
// to the third factor

pAdi cvatri xAl gebra(F[3][1]); // the third factor as a matrix al gebra

Alternatively, one can also calculate one factor after the other, as follows

_conput e_adi c_i denpot ent s(~A) ; /1 conputes the deconposition via idenpotents
e := Aipadic[l]; /1 take the first idenpotent
H, phi : = pAdi cAl gebraFactor(A,e); [// factor corresponding to the idenpotent
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