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The LASSO estimator is an ℓ1-norm penalized least-squares estimator, whi
h

was introdu
ed for variable sele
tion in the linear model. When the design

matrix satis�es, e.g. the Restri
ted Isometry Property, or has a small 
oheren
e

index, the LASSO estimator has been proved to re
over, with high probability,

the support and sign pattern of su�
iently sparse regression ve
tors. Under

similar assumptions, the LASSO satis�es adaptive predi
tion bounds in various

norms. The present note provides a predi
tion bound based on a new index for

measuring how favorable is a design matrix for the LASSO estimator. We study

the behavior of our new index for matri
es with independent random 
olumns

uniformly drawn on the unit sphere. Using the simple tri
k of appending su
h

a random matrix (with the right number of 
olumns) to a given design matrix,

we show that a predi
tion bound similar to the one in the work of Candès Plan

(Annals of Statisti
s 2009) holds without any 
onstraint on the design matrix,

other than restri
ted non-singularity.


